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ABSTRACT 

An acoustic-phonetic forensic-voice-comparison 

system extracted information from the formant 

trajectories of tokens of Standard Chinese /iau/. 

When this information was added to a generic 

automatic forensic-voice-comparison system, 

which did not itself exploit acoustic-phonetic 

information, there was a substantial improvement 

in system validity but a decline in system 

reliability. 

Keywords: forensic voice comparison, acoustic-

phonetic, automatic 

1. INTRODUCTION 

A number of studies, e.g. [5, 10, 14, 19] conducted 

within the new paradigm for forensic-comparison 

science [9, 12] have explored the effectiveness of 

acoustic-phonetic forensic voice comparison based 

on the coefficient values of parametric curves 

fitted to the formant trajectories of diphthongs. The 

earlier studies used controlled (e.g., read) speech, 

and did not investigate whether this technique lead 

to improvements over an automatic system. It is 

important to ascertain whether the expense of the 

human labor involved in acoustic-phonetic 

procedures is justified by substantial improvement 

in performance over a cheaper automatic system. 

The present paper explores the effectiveness of 

the formant trajectory technique applied to tokens 

of the Standard Chinese triphthong /iau/ on tone 1 

(high level), occurring in the word 一 yao “one”. 

Triphthongs being more complex than diphthongs, 

it may be possible to extract more useful 

information from a triphthong than a diphthong. 

The tokens are extracted from a database of 

spontaneous speech, being more forensically 

realistic in this respect than the controlled speech 

of earlier studies. The effectiveness of the formant-

trajectory technique is assessed as the 

improvement in performance obtained when the 

latter is added to a generic automatic forensic-

voice-comparison system. Improvement in 

performance is measured using the log-likelihood-

ratio cost (Cllr) as a metric of validity [4, 7] and a 

parametric estimate of the 95% credible interval 

(CI) for the likelihood ratios (LRs) as a metric of 

reliability [15, 19, 20]. 

2. METHODOLOGY 

2.1. Data 

The data were extracted from a database [23] of 

voice recordings of female speakers of Standard 

Chinese (a.k.a. Mandarin and Putonghua). See [17] 

for details of the data collection protocol. The data 

consisted of 2 recordings of each of 60 speakers. 

The speakers were all first-language speakers of 

Standard Chinese from northeastern China, and 

were aged from 23 to 45 (with most being between 

24 and 26). The recordings used were from an 

information exchange task conducted over the 

telephone: Each of a pair of speakers received a 

“badly transmitted fax” including some illegible 

information, and had to ask the other speaker to 

provide them with the missing information. The 

original recordings were approximately 10 minutes 

long, with the second recording of each speaker 

recorded 2-3 weeks after the first. Recordings were 

high quality, recorded at 44.1 kHz 16 bit using flat-

frequency response lapel microphones. The present 

paper should be considered a preliminary to testing 

more forensically realistic conditions including 

transmission-channel and speaking-style 

mismatches. 

Data from the first 20 speakers (01-04, 09-20, 

22, 25, 26, 28) were used as background data, data 

from the next 20 speakers (29-48) were used as 

development data, and data from the last 20 

speakers (49-68) were used as test data. 
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2.2. Acoustic-phonetic system 

There were between 8 and 20 stressed tokens of 

/iau/ per speaker per recording. The tokens were 

manually located and marked using SoundLabeller 

[13], and the trajectories of the first three formants 

(F1, F2, F3) of each token were measured using 

FormantMeasurer [16]. Discrete cosine transforms 

(DCTs) were fitted to each formant trajectory and 

the DCT coefficient values were used to calculate 

likelihood ratios.  

After tests on the development set using 

different numbers of DCT coefficients, and 

different combinations of formants, the zeroth 

through fourth DCT coefficients fitted to the F2 

and F3 trajectories were used in the final analysis. 

Likelihood ratios were calculated using the 

multivariate kernel density (MVKD) formula [1, 

8]. The background data were used to model the 

distribution of the features in the population. 

Likelihood ratios were calculated for each pair of 

speakers in the development data: Each speaker’s 

first recording (nominal offender recording) was 

compared with their own second recording and 

with every other speaker’s first and second 

recording (nominal suspect recordings), resulting 

in 20 likelihood ratios from same-speaker 

comparisons and 760 pairs of likelihood ratios 

from different-speaker comparisons. The 

likelihood ratios from the development set were 

used to calculate weights for logistic-regression 

calibration [2, 4, 7, 11]. The pooled procedure for 

the calculation of the calibration weights [18] was 

adopted (for both the acoustic-phonetic and the 

automatic system this resulted in both greater 

precision and greater accuracy). The MVKD 

procedure was then applied to the test data to 

obtain 20 likelihood ratios from known same-

speaker comparisons and 760 pairs of likelihood 

ratios from known different-speaker comparisons, 

and these were calibrated using the weights which 

had been calculated using the likelihood ratios 

from the development set. 

2.3. Automatic system 

The automatic forensic-voice-comparison system 

was of generic design. 16 mel-frequency-cepstral-

coefficient (MFCC) values were extracted every 

10 ms over the entire speech-active portion of each 

recording using a 20 ms wide hamming window. 

Delta coefficient values were also calculated and 

included in the subsequent statistical modeling [6]. 

A Gaussian mixture model - universal background 

model (GMM-UBM) [22] was built using the 

background data to train the background model. 

After tests on the development set using different 

numbers of Gaussians, the number of Gaussians 

used for testing was 1024. For each comparison 

pair, the nominal suspect recording was used to 

build a suspect model and the nominal offender 

recording was used as probe data to calculate a 

score. As with the acoustic-phonetic system, scores 

were calculated for comparison pairs in the 

development data and these were used to calculate 

calibration weights which were used to calibrate 

the scores from the test set and convert them into 

calibrated likelihood ratios. 

2.4. Fused system 

The test scores from the acoustic-phonetic and 

automatic system were fused using logistic-

regression fusion [2, 3, 4, 11, 21, 22]. As was the 

case for the calibration of the individual systems, 

fusion weights were calculated using scores from 

the development set and then applied to the scores 

from the test set. 

3. RESULTS 

The validity and reliability measures on the test 

results from the acoustic-phonetic, automatic, and 

fused systems are given in Table 1. The 95% 

credible intervals were calculated using the 

parametric procedure on different-speaker pairs, 

e.g., Speaker 01 Recording A versus Speaker 02 

recording B, and Speaker 02 Recording A versus 

Speaker 01 Recording B formed a group (there 

were no channel or speaking style differences). Cllr 

was also calculated using these group means. See 

[15,19] for details of the procedures for calculating 

validity and reliability. 

Table 1: Log-likelihood-ratio cost and the 95% 

credible interval in log10 (LR) for each system. 

system Cllr 95% CI 

acoustic-phonetic 0.349 ±2.83 

automatic 0.029 ±1.26 

fused 0.009 ±3.41 

Tippett plots of the results from the three 

systems are provided in Figures 1-3 (solid lines 

show group means and dashed lines to the left and 

right indicate the 95% CI). 
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Figure 1: Tippett plot of test results from the 

acoustic-phonetic system. 

 

Figure 2: Tippett plot of test results from the 

automatic system. 

 

Figure 3: Tippett plot of test results from the fused 

system. 

 

 

4. DISCUSSION AND CONCLUSION 

With respect to validity, test results indicated that 

adding information extracted from the formant 

trajectories of Chinese /iau/ tokens lead to 

substantial improvement over a generic automatic 

forensic-voice-comparison system which did not 

explicitly exploit acoustic-phonetic information – 

Cllr of the fused system was approximately one 

third of that of the automatic system. With respect 

to reliability however, the 95% credible interval 

for the fused system was more than twice that of 

the automatic system. Given these results, it is not 

clear whether the additional human labor required 

for the acoustic-phonetic procedure is justified. 

The present study used high-quality audio 

recordings and the performance of the automatic 

system alone was very good. The effectiveness of 

adding the acoustic-phonetic information may be 

better tested on a more challenging test set. 

Additional research should investigate the 

application of this technique to more forensically 

realistic conditions, including speaking-style and 

recording/transmission-channel mismatch.  

Future research could investigate whether 

aspects of the acoustic-phonetic procedure can be 

automated while still maintaining the level of 

validity and reliability obtained using the labor-

intensive version. Research could also be 

conducted to explore whether information 

extracted from other phonetic units in addition to 

/iau/ can be combined to obtain greater degrees of 

validity and reliability (see [10, 14]). 

An alternative to applying the MVKD formula 

to the acoustic-phonetic data would be to apply the 

GMM-UBM procedure. [14] found that GMM-

UBM substantially outperformed MVKD in both 

validity and reliability when several acoustic-

phonetic systems, each based on a different 

phonetic unit, were fused, (although performance 

on individual phonetic units was similar). 

Preliminary investigations of applying the GMM-

UBM procedure to the data from the single 

phonetic unit in the current study found 

considerably worse performance than that obtained 

for the MVKD procedure. There was also 

instability in the modeling of the UBM, revealed 

by repeatedly training the UBM from scratch on 

the same training data but using different random 

seeds. The difference in the relative performance 

of MVKD and GMM-UBM between the present 

paper and [14] is probably due to the larger 

number of features being modeled and sparser 
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data: 10 coefficient values from two formant 

trajectories of a triphthong in the present paper 

with between 8 and 20 tokens per speaker per 

recording, compared to 4 coefficient values from a 

single formant trajectory of each of a number of 

diphthongs in [14] with between 16 and 20 tokens 

per speaker per recording. Compared to the GMM-

UBM procedure, the MVKD procedure has a 

higher potential bias but lower potential variance, 

and the latter seems to handle the high 

dimensionality and sparse data of the present study 

better. 
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